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APPG AI Sponsors

The Group supporters – Blue Prism, British Standards Institution, Capita, CMS Cameron McKenna Nabarro Olswang, Creative England, Deloitte, Megger Group Limited, Microsoft, Omni, Oracle, Osborne Clarke, PwC, Rialto and Visa – enable us to raise the ambition of what we can achieve.
Foreword

The All-Party Parliamentary Group on Artificial Intelligence (APPG AI) was set up in January 2017 with the aim to explore the impact and implications of Artificial Intelligence.

The APPG AI is co-chaired by Stephen Metcalfe MP and Lord Clement-Jones CBE. Big Innovation Centre is appointed the Group’s Secretariat.

2019 has been a productive and exciting year for the APPG AI. Despite the mandatory break during summer and autumn, we held six lively evidence meetings, hosted numerous dinners and events in Parliament, set up four expert task forces, and started with the work on an online knowledge-sharing platform for Parliamentarians – the AI 101 Toolkit.

We will continue with this work in the new year, but we also have some news to share with you!

**In 2020 and 2021, we will adopt a more global outlook in order to grow our AI knowledge and skills by learning from international examples of AI applications.** We will invite speakers who can add intercultural perspectives to our evidence meetings and implement global learnings into the work of the task forces, especially to the AI 101 Toolkit.

2020 will further see three new task forces: Health and Wellbeing, Sustainability and AI in the World to respond to the growing relevance of these topics to the political, economic, and social life in the UK.

The Health and Wellbeing task force will not only tackle questions revolving around AI diagnostics, bioethics, and eldercare but will also ask how AI technologies can contribute to individual and communal mental and physical wellbeing. At the same time, expert advisers in the Sustainability task force will address issues such as AI in energy management, transport, and smart houses. As part of our more global and comparative orientation in 2020/21 the AI in the World task force will discuss topics as diverse as technological trends set by major AI players, international examples of AI in the education sector, and intercultural AI ethics. We will place our geographic and thematic foci in 2020/21 on data governance and bioethics in China, health tech in Israel, and AI education in the Scandinavian countries.

From 2021, these **new task forces will work together with the already existing task forces** to support Parliament with their wealth of knowledge and experience to guarantee the fair and sustainable application of AI technologies in the UK and to help UK businesses integrate AI technologies as effectively as possible.
APPG AI Task Forces 2020 - 2021

All taskforces will aim towards the same long-term vision:

A SOCIETY EMPOWERED TO SEIZE THE BENEFITS OF AI AND PROTECTED AGAINST POTENTIAL RISKS.

Call for Task Force Members

Eager to move the conversation forward to tangible (and impactful) output, we are expanding our task forces of individuals with the relevant expertise/capacity needed to drive forward activities and outputs.

If interested in joining one of the four APPG AI Task Forces, you will be helping the Officers, the Secretariat, and the Advisory Board achieve all of our objectives - ensuring AI is a force for good in the UK and internationally.

Applications for participation should be sent to the Big Innovation Centre.

For more information, please see Section 2.6 and the Terms of Reference on the Big Innovation Centre website: https://www.appg-ai.org/evidence/task-force-terms-of-reference/
1. Governance and Task Forces

The APPG AI Governance is broken into four subgroups: the APPG AI Officers, the APPG AI Secretariat, the APPG AI Permanent Advisory Board, and the APPG AI Expert Advisers. Task Forces support these subgroups in delivering all activities and outputs.

1.1 APPG AI Officers

The Officers include elected members from the House of Commons and House of Lords.

List of APPG AI Officers
1.2 Parliamentary Members

List of Parliamentary Members – House of Commons

Clive Efford MP, Labour
Jon Cruddas MP, Labour
Anna Turley MP, Labour
Mr Lee Rowley MP, Conservative
Dame Eleanor Laing MP, Conservative
Ruth Cadbury MP, Labour
Patrick Grady MP, SNP
Layla Moran MP, Liberal Democrat
Rt Hon Liam Byrne MP, Labour
Scott Mann MP, Conservative
Alex Sobel MP, Labour
Anna McMorrin MP, Labour
Craig Tracey MP, Conservative
List of Parliamentary Members – House of Lords

The Earl of Erroll, Crossbench

The Lord Haskel, Labour

Lord Richard Inglewood, Non-affiliated

The Lord Wei, Conservative

The Baroness Rock, Conservative

The Lord Fairfax of Cameron - Conservative

The Earl of Glasgow, Liberal Democrat

1.3 Secretariat

Big Innovation Centre is appointed the Group’s Secretariat. The Secretariat is responsible for delivering the programme for the APPG AI, organising the outputs, advocacy and outreach, and managing stakeholder relationships and partnerships.

List of Secretariat

PROFESSOR BIRGITTE ANDERSEN
CEO & Co-Creator

DR DESIREE REMMERT
AI Research and Project Manager
1.4 Permanent Advisory Board

Representatives from our Partner organisations sit on the Permanent Advisory Board.

List of Permanent Advisory Board Members

IAN WEST
Director, Advisory Services, Blue Prism

DR SCOTT STEEDMAN
Director of Standards (SP), BSI Group

DR TIRATH VIRDEE
Director of Artificial Intelligence, Capita

CHARLES KERRIGAN
Partner, Banking & International Finance Team, CMS

CAROLINE NORBURY
CEO, Creative England

KISHAN PATTNI
Chief Data Scientist, Deloitte

JOSEPH GEORGE
Managing Director and Partner, Dufrain

JIM FAIRBAIRN
CEO, Megger Group Limited

DAVID FRANK
UK Government Affairs Officer, Microsoft UK

JIM MOORE
Partner, Omni Telemetry Ltd

JOHN MENHINICK
Director of Project Management, Oracle

JOHN BUYERS
Partner, Osborne Clarke

MARIA AXENTE
AI Programme Driver, PwC

RICHARD CHIUMENTO
Director, Rialto

JESSICA LENNARD
Senior Director, Global Data Privacy and AI Initiatives, VISA
1.5 Expert Advisers

Ad-hoc advisers, who have made significant contributions in AI fields relevant to the group, are selected to support in the development and delivery of the Group’s overall programme or specific working areas. You can find our current list of expert advisers on our community on the website:

https://www.appg-ai.org/community/
2. Activities

The APPG AI Officers and Secretariat will be responsible for organising and facilitating several mandatory events, including 7 Evidence Meetings, 1 Dinner, 2 Receptions, and 4 Advisory Board Meetings per year.

2.1 Parliamentary Evidence Meetings

Evidence meetings will be recorded and available online for the general public.

Evidence Meetings in 2020

<table>
<thead>
<tr>
<th>Type</th>
<th>Theme</th>
<th>Key Questions</th>
<th>Date</th>
<th>Location</th>
</tr>
</thead>
</table>
| Evidence Meeting 7: Citizen Participation | AI & ME | • How do we get citizens to understand AI and its impact?  
• How has AI already changed the daily lives of individuals? What does AI mean for wellbeing?  
• How is AI being implemented in homes? In transportation? In hospitals? In policy? | 10 February 2020  
5.30-7pm | Houses of Parliament Committee Room 2 |
| Evidence Meeting 8: Data Governance | Beyond GDPR | • What are the various models for data ownership?  
• Should we think of data as a commodity or as a common good that can deliver public value?  
• Can data be democratised without harm for the individual? | 24 February 2020  
5.30-7pm | Houses of Parliament Committee Room 2 |
| Evidence Meeting 9: Education | CURRICULUM | • What are the practical steps of embedding AI into curriculums?  
• How should AI be introduced to different age groups?  
• What should school curriculum (content, | 23 March 2020  
5.30-7pm | Houses of Parliament Committee Room 2 |
<table>
<thead>
<tr>
<th>Evidence Meeting 10: Enterprise Adoption of AI</th>
<th>CORPORATE DECISION MAKING</th>
<th>11 May 2020 5.30-7pm</th>
<th>Houses of Parliament Committee Room 2</th>
</tr>
</thead>
</table>
| **Best practice guidelines for AI adoption** | • What are the criteria that boards must consider when deciding whether/how to implement AI into business operations?  
• How should guidelines for the responsible implementation of AI for corporate boards look like? |  | |

<table>
<thead>
<tr>
<th>Evidence Meeting 11: Data Governance and Citizen Participation</th>
<th>FACIAL AND EMOTION RECOGNITION IN SOCIETY</th>
<th>8 June 2020 5.30-7pm</th>
<th>Houses of Parliament Committee Room 2</th>
</tr>
</thead>
</table>
| **How are new data driven technologies affecting public and private life and which policies are needed to protect citizens?** | • How are predictive analytics, face recognition technologies and affective computing changing law enforcement, the justice system, working life, and advertising?  
• What can government do to protect citizens from discriminatory and exploitative trends that these technologies might compound? |  | |

<table>
<thead>
<tr>
<th>Evidence Meeting 12: Education</th>
<th>ETHICS</th>
<th>19 October 2020 5.30-7pm</th>
<th>Houses of Parliament Committee Room 2</th>
</tr>
</thead>
</table>
| **Learning AI ethical implications** | • Should AI’s ethical implications be taught in schools? If so, how?  
• How can education ensure all AI developers and users become ethical AI citizens?  
• How can we ensure that AI is adopted ethically in education? |  | |

<table>
<thead>
<tr>
<th>Evidence Meeting 13: Enterprise Adoption of AI</th>
<th>BUSINESS TO CUSTOMER</th>
<th>16 November 2020 5.30-7pm</th>
<th>Houses of Parliament Committee Room 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>How does AI transform the business to customer transaction? What does the</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
transformation mean for the relationship?
• To what extent is AI enabling better transactions and/or relationships?
• What obligations do businesses have in transactions using AI? To consumers as customers? To other businesses as customers? To society?

Evidence Meetings in 2021 (please be aware that dates/locations might change throughout the year)

<table>
<thead>
<tr>
<th>Type</th>
<th>Theme</th>
<th>Key Questions</th>
<th>Date</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evidence Meeting 14:</td>
<td>Citizen Participation &amp; Health and Wellbeing</td>
<td>YOUTH Empowering the youth and listening to their perspectives</td>
<td>TBA 2021</td>
<td>Houses of Parliament TBC</td>
</tr>
<tr>
<td>Evidence Meeting 15:</td>
<td>Education, AI in the World &amp; Data governance</td>
<td>AI FROM AN INTERCULTURAL PERSPECTIVE – PRIVACY AND ETHICS</td>
<td>TBA 2021</td>
<td>Houses of Parliament TBC</td>
</tr>
<tr>
<td>Evidence Meeting 16:</td>
<td>Health and Wellbeing &amp; Data Governance</td>
<td>AI IN HEALTHCARE</td>
<td>TBA 2021</td>
<td>Houses of Parliament TBC</td>
</tr>
</tbody>
</table>
| Evidence Meeting 17: Sustainability & Data Governance | **AI IN ENERGY MANAGEMENT** | • AI and green energy  
• AI and decarbonisation  
• Sustainable and efficient energy management with AI | TBA 2021 | Houses of Parliament TBC |
| Evidence Meeting 18: AI in the World & Enterprise Adoption | **AI FROM AN INTERCULTURAL PERSPECTIVE – AI IN EAST ASIAN BUSINESSES** | • China’s AI strategy: what does it mean for the UK?  
• AI developed in East Asia – Opportunities for cooperation? | TBA 2021 | Houses of Parliament TBC |
| Evidence Meeting 12: Sustainability & Citizen Participation | **AI AND SMART CITIES** | • AI in waste/water/electricity management  
• AI and mobility  
• Smart buildings | TBA 2021 | Houses of Parliament TBC |
| Evidence Meeting 13: Health and Wellbeing & Citizen Participation | **AI IN PSYCHOLOGY/ WELLBEING** | • AI and individual/collective wellbeing  
• AI in mental and cognitive wellbeing  
• AI and neurodiversity | TBA 2021 | Houses of Parliament TBC |

### 2.2 Dinners in Parliament

**Dinners 2020**

<table>
<thead>
<tr>
<th>Type</th>
<th>Topic</th>
<th>Special Guest Invited</th>
<th>Chair</th>
<th>Date</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>Special dinner</td>
<td><strong>AI in the UK music industry</strong></td>
<td>Tom Gruber and Carl Dalby (Life Score)</td>
<td>Stephen Metcalfe and Lord Clement-Jones</td>
<td>10 February 2020</td>
<td>The Cholmondeley Room and Terrace 7-10pm</td>
</tr>
<tr>
<td>Education Dinner</td>
<td><strong>AI education in the Scandinavian countries – What can the UK learn?</strong></td>
<td>Prof Teemu Roos (Elements of AI, University of Helsinki)</td>
<td>Stephen Metcalfe and Lord Clement-Jones</td>
<td>23 March 2020</td>
<td>Attlee Room, Houses of Parliament 7-10pm</td>
</tr>
</tbody>
</table>
Enterprise Adoption of AI Dinner

Corporate ethical decision-making on AI technologies

What do board members need to know?

<table>
<thead>
<tr>
<th>Type</th>
<th>Topic</th>
<th>Special Guest Invited</th>
<th>Chair</th>
<th>Date</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI and Health Dinner</td>
<td>How will AI technologies transform the NHS?</td>
<td>TBA</td>
<td>Stephen Metcalfe and Lord Clement-Jones</td>
<td>2021 TBA</td>
<td>Houses of Parliament TBC</td>
</tr>
<tr>
<td>AI and Sustainability Dinner</td>
<td>The future of AI in agriculture and farming in the UK</td>
<td>TBA</td>
<td>Stephen Metcalfe and Lord Clement-Jones</td>
<td>2021 TBA</td>
<td>Houses of Parliament TBC</td>
</tr>
</tbody>
</table>

Dinners 2021

2.3 Advisory Board Meetings in 2020

There will be quarterly advisory board meetings to co-set strategy on topics and provide feedback on the output in their specific subject areas.

Each Task Force will be expected to present progress and updates to the Steering Board.

Advisory Board Meetings 2020 (all held in Parliament)

<table>
<thead>
<tr>
<th>2020</th>
</tr>
</thead>
<tbody>
<tr>
<td>• 24 February 4:30 – 5:30 pm, Committee Room 2</td>
</tr>
<tr>
<td>• 11 May 4:30 – 5:30 pm, Committee Room 2</td>
</tr>
<tr>
<td>• 13 July 4:30 – 5:30 pm, Committee Room 2</td>
</tr>
<tr>
<td>• 7 December 6:15-7pm, Committee Room 2</td>
</tr>
</tbody>
</table>

Advisory Board Meetings 2021 (all held in Parliament)

<table>
<thead>
<tr>
<th>2021</th>
</tr>
</thead>
<tbody>
<tr>
<td>• February 4:30 – 5:30 pm Room TBA</td>
</tr>
<tr>
<td>• May 4:30 – 5:30 pm Room TBA</td>
</tr>
<tr>
<td>• July 4:30 – 5:30 pm Room TBA</td>
</tr>
<tr>
<td>• December 6:15-7pm Room TBA</td>
</tr>
</tbody>
</table>
2.4 Receptions

The APPG AI will organise two receptions to celebrate the activities and outputs of the group. The Spring Party will be held in partnership with the Big Innovation Centre at an external venue, and the Christmas Reception at the House of Lords Terrace.

**Receptions 2020**

<table>
<thead>
<tr>
<th>Type</th>
<th>Date</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>Big Innovation Centre Spring Party</td>
<td>23 April 2020</td>
<td>Millbank Tower 6pm-late</td>
</tr>
<tr>
<td>AI Christmas Reception</td>
<td>7 December 2020</td>
<td>House of Lords Cholmondeley Room 7pm-late</td>
</tr>
</tbody>
</table>

**Receptions 2021**

<table>
<thead>
<tr>
<th>Type</th>
<th>Date</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>Big Innovation Centre Spring Party</td>
<td>April 2021</td>
<td>Millbank Tower</td>
</tr>
<tr>
<td>AI Christmas Reception</td>
<td>December 2021</td>
<td>House of Lords Terrace</td>
</tr>
</tbody>
</table>
3. Output

The Secretariat and Task Forces will be responsible for delivering the following outputs.

3.1 AI Parliamentary Briefs

‘AI Parliamentary Briefs will be created for the House of Commons and the House of Lords following each Evidence Meeting. The reports will feature overviews of each Evidence Meeting and the written evidence submitted by the respective stakeholders. Furthermore, the reports will aim to inform Parliamentarians the key issues around AI and showcase handy facts, news, and relevant findings in the space of AI.

The reports will also include findings from APPG AI surveys, to be conducted periodically throughout the year as under the Citizen Participation Task Force.

Hard copies will be mailed to the Parliamentarians and available for the public on the APPG AI website.

3.2 AI Best Practice Guidelines (2020)

EDUCATION: A ‘best practice’ guidance for how AI should be adopted in the classroom, and under what assumptions and conditions. (see Figure 3 for more details)

ENTERPRISE ADOPTION OF AI: A ‘best practice’ guidance for how AI should be adopted in a business environment, and under what assumptions and conditions. & A ‘best practice’ guidance on the rules, norms, and standards when AI is used in B2C Transactions. (see Figure 4 for more details)

CITIZEN PARTICIPATION: A ‘best practice’ guidance on how citizen participation could and should use AI adoption for decision making and influencing. This could include anything from city or state governance, to how AI should be implemented in one’s daily life (from health to travel). (see Figure 5 for more details)

DATA GOVERNANCE: A ‘best practice’ guidance on data governance at all levels in an AI world where value is created through sharing personal and business data, and on how fit for purpose policies can support those aims.
3.3 Video Recordings of Parliamentary Evidence Meetings

Each Parliamentary evidence meeting will be recorded and published on the APPG AI website approximately two weeks after the event.

3.4 ‘AI 101’ Course and Lesson Plan (2021)

An AI lesson plan will be developed by the Education Task Force and the Secretariat - explaining what AI is, its various use cases, as well as some of the key socio-ethical implications. The lesson plan will be created for MPs to be used across schools in their constituencies.

An introductory event for all members from the House of Commons and House of Lords will be organised to present the lesson plan. The workshop will also inform Parliamentarians on the key policy issues around AI. Members will be encouraged to attend using a personalised invitation highlighting how AI is likely to influence each of their constituencies.

The workshop itself will be a short briefing about what AI is, what are the key use cases, and what are the policy implications. The workshop is to be attended by Parliamentarians, the Secretariat, and the Advisory Board.

3.5 Best Practice Public Surveys

As part of each protocol, the ‘Citizen Participation’ Task Force and the Secretariat will launch public surveys asking for the wider society to contribute to the findings of the protocol. The results will be presented at each evidence meeting and, also, highlighted as part of the AI Parliamentary Briefs.
4. Sponsorship

To achieve our objective and deliver relevant content, we need enthusiastic partners to catalyse the development of the APPG AI programme.

Partners will co-support the development of the growing UK’s AI community composed of parliamentarians, entrepreneurs, businesses, academics and thought leaders.

APPG AI is not funded by taxpayer’s contribution but through sponsors joining in an open policy-making system as strategic partners with industry, government and civil society.

We ask large organisations to co-sponsor £40,000 to £80,000 per year for our two-year programme 2019-2020. Small organisation are asked to sponsor £20,000 to £40,000 per year.

Sponsorship is reported to Parliament.

All sponsors are asked to commit to a minimum of two years to allow for long-term policymaking.

**General Sponsorship Package**

<table>
<thead>
<tr>
<th>Benefits</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>APPG AI General Sponsorship</strong></td>
</tr>
<tr>
<td>- Permanent membership in the APPG AI Advisory Board, one of the four bodies of the Steering Committee responsible for setting the vision and deliverables of the APPG AI programme</td>
</tr>
<tr>
<td>- Representation in <em>all</em> (four per year) Advisory Board Meetings, to be held at the Houses of Parliament</td>
</tr>
<tr>
<td>- Representation in <em>all</em> (seven per year) Parliamentary Round Table Evidence Meetings, to be held at the Houses of Parliament, and participation in the debate.</td>
</tr>
<tr>
<td>- Participation in <em>all</em> (two per year) topic debates (held over thematic dinners) and/or workshops</td>
</tr>
<tr>
<td>- Membership in at least one Task Force</td>
</tr>
<tr>
<td>- Participation in <em>all</em> deliverables (consulted for feedback and showcased through interviews, case studies, etc.)</td>
</tr>
<tr>
<td>- Press activity and media coverage (as applicable)</td>
</tr>
<tr>
<td>- Logo featured at all events and all APPG AI publications (reports, factsheets, leaflets, etc.), and our website</td>
</tr>
<tr>
<td>- Featured in the website, listed as Head Partner in Home Page and About Page; Advisory Board Member also featuring on Community Page</td>
</tr>
<tr>
<td>- Direct access to high-value networks of Parliamentarians, senior decision-makers in government, industry, and academia</td>
</tr>
</tbody>
</table>
## 5. Timetable

### APPG AI 2020 Key Dates

<table>
<thead>
<tr>
<th>Date</th>
<th>Time (PM)</th>
<th>What meeting</th>
<th>Type</th>
<th>Venue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feb 10</td>
<td>5:30 – 7:00</td>
<td>Evidence Meeting 7: CITIZEN PARTICIPATION</td>
<td>Evidence Meeting</td>
<td>Houses of Parliament</td>
</tr>
<tr>
<td>Feb 24</td>
<td>4:30 – 5:30</td>
<td>Advisory Board Meeting 1</td>
<td>Board Meeting</td>
<td>Houses of Parliament</td>
</tr>
<tr>
<td>Feb 24</td>
<td>5:30 – 7:00</td>
<td>Evidence Meeting 8: DATA GOVERNANCE</td>
<td>Evidence Meeting</td>
<td>Houses of Parliament</td>
</tr>
<tr>
<td>Mar 23</td>
<td>5:30 – 7:00</td>
<td>Evidence Meeting 9: EDUCATION</td>
<td>Evidence Meeting</td>
<td>Houses of Parliament</td>
</tr>
<tr>
<td>Mar 23</td>
<td>7:00 – 10:00</td>
<td>Dinner: EDUCATION</td>
<td>Dinner</td>
<td>Houses of Parliament</td>
</tr>
<tr>
<td>Apr 23</td>
<td>6:30 - 10:00</td>
<td>Big Innovation Centre Spring Party</td>
<td>Party</td>
<td>Millbank Tower</td>
</tr>
<tr>
<td>May 11</td>
<td>4:30 – 5:30</td>
<td>Advisory Board Meeting 2</td>
<td>Board Meeting</td>
<td>Houses of Parliament</td>
</tr>
<tr>
<td>May 11</td>
<td>5:30 – 7:00</td>
<td>Evidence Meeting 10: ENTERPRISE ADOPTION OF AI</td>
<td>Evidence Meeting</td>
<td>Houses of Parliament</td>
</tr>
<tr>
<td>Jun 8</td>
<td>5:30 – 7:00</td>
<td>Evidence Meeting 11: CITIZEN PARTICIPATION</td>
<td>Evidence Meeting</td>
<td>Houses of Parliament</td>
</tr>
<tr>
<td>Jul 13</td>
<td>6:15 – 7:00</td>
<td>Advisory Board Meeting 3</td>
<td>Board Meeting</td>
<td>Houses of Parliament</td>
</tr>
<tr>
<td>Jul 13</td>
<td>7:00 – 10:00</td>
<td>Dinner: ENTERPRISE ADOPTION OF AI</td>
<td>Dinner</td>
<td>Houses of Parliament</td>
</tr>
<tr>
<td>Date</td>
<td>Time</td>
<td>Event Description</td>
<td>Details</td>
<td></td>
</tr>
<tr>
<td>----------</td>
<td>------------</td>
<td>------------------------------------------</td>
<td>------------------</td>
<td></td>
</tr>
<tr>
<td>Oct 12</td>
<td>5:30 - 7:00</td>
<td>Evidence Meeting 12: EDUCATION</td>
<td>Evidence Meeting</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Houses of Parliament</td>
<td></td>
</tr>
<tr>
<td>Nov 16</td>
<td>5:30 – 7:00</td>
<td>Evidence Meeting 13: ENTERPRISE ADOPTION OF AI</td>
<td>Evidence Meeting</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Houses of Parliament</td>
<td></td>
</tr>
<tr>
<td>Dec 7</td>
<td>6:15 – 7:00</td>
<td>Advisory Board Meeting 4</td>
<td>Board Meeting</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Houses of Parliament</td>
<td></td>
</tr>
<tr>
<td>Dec-7</td>
<td>7:00 – 10:00</td>
<td>AI Christmas Reception</td>
<td>Reception</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Houses of Parliament</td>
<td></td>
</tr>
</tbody>
</table>
For enquiries or further information on the APPG AI

All Party Parliamentary Group on Artificial Intelligence (APPG AI) Secretariat
Big Innovation Centre 18th floor Penthouse, 20 Victoria Street, London SW1H 0NF
T +44 (0)20 3713 4036 | M +44 (0)79 4478 3648
Email: appg@biginnovationcentre.com

CEO and Co-Creator: Professor Birgitte Andersen
AI Research and Project Manager: Dr Désirée Remmert

www.appg-ai.org